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Abstract:

The theoretical paper deals with the finding that the
effectsize of nearly all psi-experinents shows a tendency to
decline over tinme. Thus one gets the inpression that
experinmental psi is not only a very small effect but also
restricted in relation to repeatability. In spontaneous cases,
however, large effect seemto occur. This seem ngly

par adoxi cal situation can be expl ai ned by applying the Mdel
of Pragmatic Information (MPlI) to backward causation and
introducing a fractal dinmension of time. For sone special
exanpl es a precise mathematical definition is provided. Sone
experinmental data are supportive to this approach

1. Introduction

In a recent neta-analysis Dick Bierman (2000) shows t hat
nearly all psi-experinments which had been perfornmed since the
days of J.B. Rhine exhibit a significant inter-experimnental
decline-effect. For such a |l arge database including a |arge
nunber of different experinmental designs and settings it seens
hi ghly inprobable that this result could be expl ai ned by
psychol ogi cal factors such as | oss of notivation, exhaustion
or experinenter expectation. Even though this psychol ogi cal
interpretation is in principle unfalsifyable it is reasonable
and legitimte to assune that the inter-experinental and
possi bly also the intra-experinental decline-effect exhibits
an essential characteristics of psi-phenonena.

Mor eover, certain theoretical nodels (the so-called
observational theories, OIs) predict such intrinsic decline
effects. Wthin this class of nodels for psi it is assuned

t hat (human) observation of the experinental results (i.e.
feedback) is responsible for deviations fromcertain
expect ati on-val ues of the random process (target). There are
two possible intrinsic nechanisns which | ead to decline
effects. The first one, which will not be discussed here in
detail, is the so-called divergence effect. It is assuned that
future observers (such as readers of the published results)
m ght blur out the "psi-source” of the initial operator

(subj ect or experinmenter). This nodel needs further
assunptions about future observers. The second nechani sm for
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decline is nore fundanental, because it has to do with the
notion of time and tinely order. In this paper we discuss the
problemonly in the context of one specific candidate of the
Ols, nanmely the Model of Pragmatic Information (MPl) (see
Lucadou 1995a). It is true, that there is still no definite
concl usi on whet her netaanal yses exhi bit inter-experinental
decline effects for all kinds of psi-experinents. But fromthe
point of view of the MPI this is conprehensible, because in
the MPI each experinent is considered as a unity which
reflects the meaning of the experinental situation and which
cannot be divided in parts or accunul ated with other
experinments w thout essential loss - at least as far as
replications are not identical. This is in agreenent with Z
Vassy's finding that the psi-effect is distributed in a
holistic way over the whole run (see Vassy 1990).

2. Backward causation

Decl ine over many experinental studies neans that these
studi es cannot be regarded as independent. This is of course
not jet a nodel but just a nore general description. It is
normal Iy assumed that the mechani sm underlying tine dependent
series is that previous events influence |ater events. In

par apsychol ogi cal experinents, however, such an influence
cannot be assuned prima-facie because under the null -

hypot hesi s any influence on the randomtarget sequence is

rul ed out by experinmental conditions. In the OI's an anonal ous
i nfluence is assunmed, which, however, cones fromfuture
events, because it results fromthe observation of the

f eedback. This neans that the tinely order is reversed in this
case. Sone have introduced the term "backward causation" for
this situation. There is al so sone direct enpirical evidence

t hat backward causation really exists, because pk-experinents
with prerecorded targets (PRT) turned out to show effect-sizes
of the same magnitude as "normal" pk-experinents. The concept
of backward causation could al so be useful to describe
precognition (just as the opposite of the coin).

The MPI assunes that psi is a non-local process (or nore
precisely a non-local correlation) and thus intrinsically

i ncl udes backward causation. The question we have to ask now
is: Wiat is a physical effect which depends fromfuture
instead of fromthe past.

3. What is a physical effect?

Systent heoretically speaking any physical effect (E) can be
defined as an information about a physical system gained by a
measurenent. Information is defined as a signal (S) which
enables us to decide at least two alternatives, if a certain
context (C) is given. S could be for instance a random
sequence including a part with a deviation fromrandomess
(e.g. noisy signal, or a fluctuation). C gives a criterion how
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the deviation has to be interpreted (e.g. a pk-effect is
present). Note that S alone would not yield any information.
Thus a physical effect always needs not only a signal S but
al so a context or a criterion Cfor its existence. The two
alternatives are defined by the decision whether an expected
effect is present or not present.

In this sense, a correlation K between the variable A and B is
no sinple "physical effect”, because the neasurenent of A and
B al one does not yet allow to decide whether the correlation K
is present or not. To do this, both signal S(A) and S(B) have
to be "conbi ned" or "conpared" to establish the correlation K
This is of crucial inportance for our problem of backward
causation. Formally we can wite the situation as foll ows:

In the case of a normal causal link we get the tinely order:
S->C->E (-> indicates the tinmely order)

Signal S (and to sone extend criterion C) can be considered as
"causa efficiens"” (in the Aristotelian sense) for the effect E

In the case of backward causation the tine order is reversed
at least concerning the criterion Cto establish an effect E

S<- C->E
Here C can be considered as "causa finalis" (dto) of E

Finally we have the situation of (non-local) correlations K
Here, a tinely order cannot be defined anynore:

[S(A), S(B)] -> K ([ ] indicates "conparison")
Nevertheless Kis sonetines interpreted as an effect E

4. Physical effects and backward causation

| f backward causation would |ead to a real physical effect

this would enable us to build an "oracle" which could be used
to create an intervention paradox:

---------------------- > tinme
Pr ei nspect or
C
Target S |--------- St or agesystem [---4 Operator [--->-
| I
____________ V- mm s e e e e e e e e e e e e e e e e e e e e ma o oo

"oracle" E

The "oracle" (E) would be a significant deviation of an random
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sequence fromthe null-hypothesis in an PRT-experinment (S)

whi ch operationalizes backward causation. If the criterion C
(C Z > Zgit, Z neans Z-score) is fulfilled it is decided by
the "preinspector” (for instance by a conputer) that the
random sequence (S) will not be used for the subject. This is
of course paradoxi cal because the operator will not be able to
exert an influence E on the sequence, which however, was the
reason for the selection.

The MPI starts fromthe basic assunption that nature does not
allow (intervention) paradoxes. In the MPI this is formul ated
as the "two fundanental |aws of parapsychol ogy":

| . Psi-phenonena are non-local correlations in psycho-physical
systens which are induced by the pragmatic information which
creates the system (organi zational closure, OC).

1. Any attenpt to use a non-local correlation as a signal
transfer (= physical effect in the sense of "causa efficiens")
makes the non-1local correl ation vani sh or change.

One way how backward causation could fulfil lawll. (or avoids
the intervention paradox) is that "nature" discrimnates the
signal S such that the criterion C cannot be reached. In
parapsychgol ogy the criterion Cis usually the Z-score:

Z=(T- n*p)/s

T nmeans "hits", n = nunber of trials, p = probability for a
hit, s is the standard deviati on:

s = Qn*p*(1-p)), O neans square root

| f one defines the effectsize E as: E = (T-n*p)/n, one obtains
a critical effectsize E.i: which cannot be surnounted. If n
increases in a single experinent or in a series of identical
experinments E nust decline with n:

E < Eyir = const/Q(n)

The val ue of const may depend fromthe experinmental setting
and/ or psychol ogi cal conditions and is not specified here. For
n =1w get the maximal effect. W call such a situation a
"Singular Event" (SE). The term"singular" refers to the term
"singular point" in mathenmatics, where it describes a
singularity of a function. For larger n we obtain an

i ncreasing decline effect, especially if we conbine identical
experinental runs (see Lucadou 1995a). W will see later that
si ngul ar events are somewhat different fromsingle events. In
statistical experinments singular events do not play a role
because the power of any statistical test reaches its m ni num
for n = 1. In spontaneous cases, however, the situation is
quite contrary. Here nostly singular events are observed.
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Usually it is assuned that the validity of singular events
does not depend on the fact, that it occurs only once, but on
the quality of its docunentation (QD). It is clear that in
this situation E; it is no good criterion for the second | aw
(I'1.). In this case the MPI predicts that the quality of
docunentation QD is restricted (QD.it) by the follow ng
formul a:

@it * E < OC (OC neans organi zational closure of the System

In recent experinents other criteria than Z-scores have been
used to validate psi-effects (see Lucadou 1986, Palli kar
1999, At mannpacher 2000). In these cases E;i: will probably
show a di fferent functional dependency of n, however, it nust
be a function which decreases with n. Further research is
needed here.

It is inportant to nention that the MPI assunes that the
second | aw does not depend on the subjectivistic view, whether
one actually uses the criterion Cto create an intervention
paradox or not. \Wenever it is operationally possible to use
the criterion C the decline occurs. If, however, the
experinmental design is such, that this is operationally not
possi bl e, no decline effect will occurs. For instance a
random zed mat ching coul d prevent the "preinspector” to use
the criterion C

5. What is an event?

In science we nmainly have to do with experinental events which
are in nost cases statistical, which neans that many
measurenents of a prepared system are taken. "Prepared" neans,
that the systemis not in an natural context but a given
experinmental setting. The events are prepared to be
operational, which neans observati onal and docunentable. W
call such events: stochastic events.

Sonetinmes, but not very often, the signal to noise ratio is
such that repeated neasurenent is not necessary. W call such
events: experinental events.

Most events that occurs in everyday life, however, are not
experinmental, they are not prepared, but very often they are
preparable. O herw se we could not plan or control anything.
They can al so be observed and even if they are single events
we have no principle problemwth docunentation. W call such
events: regul ar events.

There is sonetines a problem if such regular events occurs
very seldom |ike eclipses, neteorites etc. In this case,
public and science is inclined to neglect themif they are not
general |y accepted, because they occur so spontaneously that
it is difficult to be prepared for a proper observation and
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docunentation. We call such events: rare events.

Many persons believe that spontaneous paranornal events (SPE)
are rare events, however this is not true as many
representative inquiries have shown. It is also not true that
they are not accepted because they are theoretically not

expl ained. This may be true for the small group of scientists,
but today nost ordi nary peopl e believe that paranornma
phenonena exi st. However, there is a problemw th observation.
Par anor mal phenonmena (SPE) seem do avoi d observation (see
Lucadou 1995b). W call them el usive events.

Finally singular events, as defined above, may be part of all
sorts of events defined beforehand such as stochasti c,
experinental, regular, rare or elusive events. The property
whi ch defines themis that they are part of a series of events
whi ch bel ong together or, to be nore precise, which correl ates
within a group of events. Thus one can define a transition-
probability fromthe singular event to any other nenbers of
the group. If psi-experinments are not independent in tinme - as
we have assuned above - each trial is a singular event. A good
exanpl e from mat hematical statistics for such a group of
events are Markov-chains. They are described by transition
matri ces. One should nention here, that not all tinme series
with transition probabilities fromone event to others are
necessarily Markov-chains, for instance, if the transition-
probabilities itself depend on time. In this case one coul d,
however, as an approxi mati on use conbi nati ons of Markov-chains
with different transition-matri xes and tinme-scales. For the
pur pose of discussion we start with sinple binary Markov-

chai ns.

Nor mal random sequences can be regarded as degeneration of
Mar kov- chai ns. They show al ways the sane transition
probability regardl ess which event just occurred. For such
sequences the events E and E at different point of time i,j
are i ndependent:

P(E.,E) = p(E) * p(E)
6. How to produce randommess?

In statistics it is assuned that we can enlarge effects by

i ncreasing the nunber n of stochastic events. Especially in
par apsychol ogy the so-call ed Rhinean paradigmstarted with the
assunption that psi-effects can be accunul ated statistically.
However, the inter- and intra-experinmental decline effect,

di scussed above, threatens this paradigm Nevertheless there
are also sone enpirical hints that psi may be enhanced under
certain conditions. Psychol ogical conditions |ike psi-
conduci ve state, however, are not neant here, they cannot be
easily accunulated in a statistical manner. Here, we deal wth
t he procedure how random events are generated in psi-
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experinments. Normally physical random event generators REGs
are used to produce the target sequence of psi-experinents. In
nost cases these REGs produce pure chance results with a given
target-probability e.g. p = 1/2. There are only a few studies
whi ch deal with the question, whether the probability p or the
met hod of random generation has an influence on the effect-
size of psi. Schmdt found that the conplexity of the REG does
not influence the psi-effect. The target-probability seens not
to have a dramatic effect too. Mdst researchers have
concentrated on the requirenent that the REG used in the
experinment should be free of bias and other "deficiencies" in
order to rule out statistical artefacts, because psi is only
defined by exclusion. (Here we do not consider studies with
pseudo- REGs because in this case it not clear, whether the
usual statistical evaluation techniques are valid anynore and
how the effect-size has to be interpreted, see Krengel 1979).
There exists only one study (at |east to ny knowl edge) where a
different type of REG nanely a Markov- REG was conpared with
the usual REGs (see Lucadou 1986). The difference between the
Mar kov- REG and t he usual one was extrenely significant and at
that tinme totally counter-intuitive.

The "normal" REG was a binary random sequence with the target-
probability p = 1/2. The Markov sequences was produced in the
foll ow ng way: The pulse rate R of a radioactive SRO0 decay is
measured after a fixed interval at a certain instance i. R is
conpared with the pulse rate R.; of the previous instance i-1.

If R < R.: then a mss "0" is generated
If R >R then a hit "1" is generated
If R = R then the target generation wll be

repeated, which neans that this case wll
be i gnored.

Since the variance of R is large enough the |ast case only
occurs rarely.

It can be shown (see Lucadou 1986) that the resulting random
sequence is a Markov-chain of first order which is specified
by the following transition matrix:

Poo p01('j &/ 3 2/306
Mj = ¢ = ¢ +
q)lo P119 /3 1/ 30

Poo describes the probability to get a "0" after a previous "0"
and so on. It is remarkable that these values hold exactly and
do not depend on the formof the distribution of the initial
random process. The only requirenment which nust be fulfilled
is that the single events of the source are stochasticly

i ndependent. The transition matrix conpletely describes the
Mar kov-chain. Especially, it follows that the probabilities of
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a hit and a mss in the whol e sequence are equal :
po = 1/2 p; =1/2

The distribution p(n, T) of hits T in such a Markov-chain of a
given length n can be calculated froman algorithm (see Luca-
dou 1986). For n = 10 this distribution is very simlar to a
normal distribution (Gaussian) with p = 1/2 and

s = Qn/12+1/6). For large n one can even use s = QQn/12). The
advant age of the Markov-sequence conpared with a nornmal random
sequence is, that a "hit" is directly Iinked with a physical
variable (e.g. decay-rate). A sequence of hits neans a
momentarily increasing decay-rate.

Since the variance (standard deviation, s = Qn/12)) for the

Markov REGis smaller than for normal REGs (s = Qn/4)) it was
assuned that the psi-effect would be smaller. In

par apsychol ogy and especially in the OIs it seens plausible
that divergent processes can nore easily be affected by pk.
However, the opposite result was obtained: The Markov- REG
turned out to be nore than twice as effective (or sensitive)
as the normal one. (The sumof all significant correl ation
coefficients between psychol ogi cal and physical variabl es was
2.2 times larger for the Markov-REG than for the normal one,
details see Lucadou 1986).

7. Haussdorff di nension

In mat hematics there exist a generalisation of the term

di mensi on known from geonetry. In Euclidean geonetry we know
one -, two -, and three-dinensional objects such as |ine,

pl ane, and cube. If we define a as the nunber of parts we need
to produce the sane enl arged object, and mas the nmagnifying-
or scaling factor fromthe initial to the enlarged object, the
Hausdorff-di nmension D of the object is defined as:

D
a=m or D=1og a/ log m

As exanpl es may serve:

Straight line: a = 3, m= 3 D=1
Squar e: a =9, m= 3 . D=2
Cube: a = 27, m= 3 : D=3

For fractal objects like e.
rati onal nunbers for D

t he Koch-curve (_/\_) we get

©

Koch-curve: a = 4, m= 3 : D=1, 262

To obtain the Hausdorff-Di nension of an object enpirically,
one uses a lattice of the width e which contains the object
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and counts the nunber N(e) for smaller and snmaller e Than the
negati ve sl ope:

D=- log N(e) / log e

gi ves the Hausdorff-di nmension of the object.

8. Scaling events

Normal Iy natural tinmely ordered events (for instance a random
sequence) cannot be "enlarged" like a filmin slow notion.
However this becones possible to a sonme extend if one does not
consi der singular events thenselves but their transition

matri ces.

The transition probability of a Markov-chain starting with the
singular event i to the event j is given by the transition

matrix M ;. It can be calculated fromM . by the follow ng
rul e:

(b - 1)
M = Mina

The power is defined by the usual matrix nultiplication
applied j-i tines.

a/2 1/ 206
For a normal binary random sequences M . = ¢ + = M.

€l/2 1/ 2o
In this case M,; always remains M. This nmeans that it is the
sanme for all singular events and does not change with
increasing j. Fromthis point of view a normal random sequence
is a very static object; it has no "history", no "extension"
and; no "internal connectivity".

Mar kov- chai ns, however, show such an "extension" or "internal

connectivity" or "history". The transition matrix M, changes
fromstep to step wwth increasing j. But for certain val ues of
Poo, Poi, ... It converges to M.

As an exanple the transition matrix of the Markov-chain used
in the experinent described above is given for 8 subsequent
steps (only the first row of the MatriXx: poo Poi; 1S given, the
second one is symmetric):

1/ 3 2/3; 0.556 0.444; 0.481 0.519; 0.506 0.494,
0.498 0.592; 0.501 0.499; 0.500 0.500; 0.500 0.500;

One can see that the elenents of the matrices converge rapidly
(exponentially), after 6 steps the difference to My, can be
negl ect ed.

In general we can now ask the question how many steps
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(singul ar events of a Markov-chain) are needed for a given

matrix M ; to approach M, £+ a (a given error a). This sequence
of d subsequent steps is equivalent to a normal random event.
It can be interpreted as a virtual unity of interrel ated
events. W call such a sequence a "cl osed sequence of scaling
length d (CS)". In a given run of n trials several of such CS
can exist. Thus the "effective length”" | of the run is only |
= n/d. W define the Hausdorff-dinension D of the run in the
foll ow ng way:
d

D=Mnizxn d (Mg =M1 =M=*a) with al a, a =1/n

The Hausdorff-dinmension D of a sequence is defined as the
smal | est nunber of subsequent steps d for all n singular
events of the sequence, such that each element of M i lies in

the a-interval of the corresponding el enent of M.

The value of a represents the whole run, and takes into
account that in longer runs internal correlations have a

| onger reach, so D increases slightly with n. As result one
can wite:

D
M=Mia f or Mar kov-chai ns.

Simlar to the geonetrical case the Hausdorf-dinension for
singul ar events tells us, how many el enents are needed to
create a new "enlarged" unity.

This nmeans, that the transition matrix M, of the sequence is
"conpared” with the transition matrix M, of a random sequence.
A possible interpretation of this definition is that every

si ngul ar event is not an independent event which counts for
its own value, but is only a "partial"” event. For a normnal

bi nary random sequence D = 1, and each "singular event" (in
the limt) is independent. For the Markov-chain in our

experinments given above wwth n = 600, D » 6. This neans that
each 6 subsequent trial forma CS. Thus one could al so say
that a singular event in the sequence is only "a sixth of an
event". |If such a sequence is target of a psi-effect,

obvi ously such "partial events"” do not fully contribute to the
limtations which are induced by the second | aw (see paragraph
4.). Therefore we can reformulate the limting fornmula: E <

Eeit = 1/Qn) by the follow ng expression:

E < Esit = const/Q(n/D)

For the Markov-chain given above this neans that the psi
effect could be larger than for a normal binary random

10
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sequence of the same length n by a factor of Q6) = 2.4. One
coul d al so say that dependent singular events are better
targets for psi-effects. Further it is to be expected that the
first singular event shows the highest effect-size. This could
give a natural explanation for the fact, that spontaneous psi-
events (SPE) seemto have a much higher effect-size than
experinmental events. Everyday life-events and especially SPE
are normal |y dependent events, which are part of |ong

hi stories.

Finally it may be an interesting theoretical question for
further research to find out whether the distinction between
the |l evel of stochastic events, and the level of their
description by transition matrixes can be interpreted as
"epistem c-" versus "ontic" description in the sense Hans
Primas has introduced it (see Prinmas 1999).

9. Concl usi on

I f we assunme that psi-events are elusive singular events of
fluctuating physical systens which are able to "connect™
experinments in such a way that they are not independent anong
each other anynore (as discussed in 1. and 2.). This has of
course consequences for the interpretation of spontaneous
cases on one side, and the design of experinents on the other
si de.

From our considerations a natural explanation for the

seem ngly large effect-size in SPE energes. SPE are interwoven
with (personal) histories such that psi has enough CS "to |ink
with". Further, the limting |aws do not apply because the
events are spontaneous, or of short duration, or of poor
docunentation quality, and mainly elusive (especially RSPK-
phenonena, see Lucadou 2000).

In principle the sane applies for experinents. First of all,
it seens not useful to work with "ideal" REGs anynore. One
coul d specul ate whet her the decline-effect observed in neta-
anal yses may partly be a result of using increasingly "better™
REGs. OF course one has to avoid statistical artefacts. A
possi bl e solution of this problemcould be the use of Markov-
REGs. However, WMarkov-REGs nust not be build from pseudo- REGs
- but this is another story, which will not be discussed here.
A further experinental requirement fromour consideration is
that very long runs are not really hel pful because due to the
l[imting relations (see 4.) the psi-effect would be blurred
out. This could also be part of the observed decline,
especially in pk-research, where the run | ength has becone
abundantly large during the |ast decade. Finally, it is
expected that there is a optimal value for the transition
probability poo and/ or po; in binary Markov-chains, if used as a
psi-target. |If the probabilities would be 1/2 we have a nornal
bi nary random sequence, which, fromour point of view, is not

11
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advant ageous, because psi has - so to say - no "worKking
surface". On the other hand, if the probabilities would be
near 0 or 1, the Markov-chain degenerates to an oscillating
sequence which al so provides no "working surface" for psi. The
opti mum may be between this two values. But this is a question
of further research
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